
The Age of Responsible 
AI has Begun

Prof. David Martens

Co-director ACRAI 
Antwerp Center on Responsible AI

April 2024



Machine Learning

▪ Machine Learning: automatic extraction of knowledge from data 

▪ Setting the scene with credit scoring example

Data

Machine learning technique

Pattern

Machine Learning

“99% of AI is prediction” Ng



Terminology



The Age of AI
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"Technological progress is like an axe in 
the hand of a pathological criminal."

Einstein’s Warning
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Responsible AI

The development and application of AI that is 
aligned with moral values of society



Why Care?

▪ Huge potential risks

▪ Data science ethics can bring value

▪ Expected from society

▪ AI Act is coming!

Data scientists and managers are not inherently unethical, 
but at the same time not trained to think this through neither
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Immediate Systemic Long term
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AI Risks



1. Explainable AI



Black Box?
▪ Deep learning: large artificial neural network with massive number of parameters
o MobileNetV2: 4.3 million parameters

o GPT-4: >1 trillion parameters (an image of a printed version of the formula…)



Trust: lab-setting versus real-life
▪ Data: image of skin lesion

▪ Task: diagnose skin cancer

▪ High test accuracy, matching accuracy of 21 dermatologists

https://towardsdatascience.com/is-the-medias-reluctance-to-admit-ai-s-weaknesses-putting-us-at-risk-c355728e9028

https://towardsdatascience.com/is-the-medias-reluctance-to-admit-ai-s-weaknesses-putting-us-at-risk-c355728e9028


Instance-based explanations
Example: credit scoring using sociodemo and financial data

User xi: Sam, with income $ 32,000 and 39 years old.

Sam is denied credit WHY?

Dieter Brughmans, Pieter Leyman, David Martens (2023) NICE : an algorithm for nearest instance 
counterfactual explanations. Data mining and knowledge discovery p. 1-39

IF Sam would make 8,000$ more
THEN his predicted class would change from denied to granted



Imagine a world with AI explanations

Well, if your wife would also have had a 20+ year 

relationship with our bank, and would have been 

regarded as Premium customer at some point in time, 

she would also receive a 20x credit limit

Well, if your wife’s relationship status would have 

been “husband” instead of “wife”, she would also 

receive a 20x credit limit

We clearly messed up, we’re updating our models 

now.

Ah, ok, thanks for the additional feedback!
Glad you found this and react responsibly. 

It’s how big tech should be in the 21st century.



2. Fairness

▪ Discrimination against sensitive groups

▪ Bias



2. Fairness

▪ Discrimination against sensitive groups

▪ Bias
o HR Analytics, prediction model to review job applicants’ resumes to automate the search for top talent

o Trained on resumes from past (10 year period), biased data

o Model trained to prefer male candidates, for example:
▪ Penalized uses of word “woman’s” (eg woman’s chess club president)

▪ Penalizes all-woman colleges



What is fair?
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▪ For example, in credit scoring:

▪ An equal proportion of women and men are given credit

▪ Of those who apply, an equal proportion of women and men are given credit

▪ Of those who apply and are qualified, an equal proportion of women and men are 
given credit

▪ The accuracy of the credit scoring model should be the same for women and men

Conflicting goals! Which one?



Area D3 - East Village: “c. Foreign-born families 
53%; Polish, Russian and Italian predominating” 
Area D26 - Harlem: “d. Negros: Yes, 90%”



Redlining

▪ Should banks never use location at all?
o If justified, based on economical motivations, such as: 

access to public transport, risk of flooding or earthquake.

▪ Might well correlate with race

▪ Be transparent in reasons and choice of fairness metric



3. Generative AI risks
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▪ Hallucinations



Generative AI risks
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1. Hallucinations

2. Misuse

Screenhots captured on October 11th, 2023 and March 11th 2024.



Should I use chatGPT?
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▪ Study by Harvard, BCG on 758 consultants

▪ 18 realistic consulting tasks within the frontier of AI capabilities, 
consultants using AI: 

▪ 12.2% more tasks,

▪ 25.1% more quickly, 

▪ significantly higher quality results

▪ For a task selected to be outside the frontier,  19% less likely to 
produce correct solutions compared to those without AI.



Should I use chatGPT?
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Absolutely, but do so responsibly!



AI Risks
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Immediate Systemic Long term



Systemic Risks
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▪ Concentration of power: a few US and Asian giants dominating the field

About 10% academics
About 10% European



Systemic Risks
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▪ Concentration of power: a few US and Asian giants dominating the field

▪ Why is that bad?

▪ They understand the technology (cf. discussion on open source)

▪ They control the technology (cf. Elon Musk and Starlink)

▪ They drive the discussions and regulations on what is right and wrong 
(cf. closed door meeting in Washington)



Systemic Risks
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▪ Jobs: displacement and new opportunities



AI Risks
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Immediate Systemic Long term



Artificial General Intelligence (AGI)

▪ AGI: The hypothetical intelligence of a machine that has the capacity 
to understand or learn any intellectual task that a human being can.

▪ AGI: Like a median remote co-worker (Sam Altman)

28



Artificial General Intelligence (AGI)
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▪ Survey among 2000+ AI experts: full automation of labor (FAOL)

https://spectrum.ieee.org/ai-existential-risk-survey 

https://spectrum.ieee.org/ai-existential-risk-survey


Technological Singularity

▪ Singularity is the point at which “technological growth becomes 
uncontrollable and irreversible, resulting in unforeseeable changes to 
human civilization”

▪ “Artificial Super Intelligence”

30

https://innovationtorevolution.wordpress.com/2014/10/29/technological-singularity-from-fiction-to-reality/

https://innovationtorevolution.wordpress.com/2014/10/29/technological-singularity-from-fiction-to-reality/


Human Extinction
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▪ p(doom)?

https://pauseai.info/pdoom 

https://pauseai.info/pdoom


Types of AI
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Artificial Narrow Intelligence:
Better than a human on a specific task 
(eg credit scoring)

Artificial General Intelligence:
Can learn any intellectual task 
that a human can

Artificial Super Intelligence:
Better than humans on 
any intellectual task

Time

Intellectual power

“What’s your p(doom)?”
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Conclusion

▪ Embrace AI

▪ Age of AI

▪ Fast moving

▪ “AI is not gonna take your job, someone who 
understands AI is going to take your job. 
Get good at it.” Scott Galloway

▪ Be aware of the risks
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Questions

Book: David Martens
Data Science Ethics: Concepts, Techniques and Cautionary Tales
Oxford University Press (2022)
272 pages
www.dsethics.com

Contact
Research: david.martens@uantwerpen.be
Adivsory: david.martens@searchingpi.com

http://www.dsethics.com/
mailto:david.martens@uantwerpen.be
mailto:david.martens@searchingpi.com
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