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A suite of investtech products with which we want to 
make investing more accessible to a wider audience

Bespoke AI solutions with which we want to superpower 
people for clients across industries and AI domains
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AI solutions AI strategyKnowledge transfer Research

● AI modelling

● Software engineering

● Cloud infrastructure

● MLOps

● Data annotation

● Discover the best 
opportunities in AI

● Value & effort estimation 
of AI opportunities

● Training

● Coaching

● Team extensions

● Develop new AI models

● Explore new applications

● Validate research results
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Natural Language 
Processing 🧠
● Text generation

● Question answering

● Summarization

● Named entity recognition

● Classification

● Duplicate detection

● Information retrieval

Computer Vision 👁
● Image detection

● Object detection

● Semantic segmentation

● Instance segmentation

● Real-time detection

● Hyperspectral imaging

● Super-resolution

● Optical Character Recognition

Tabular Data 📊
● Classification

● Regression

● Anomaly detection

● Explainable prediction

● Confidence intervals

● Matrix imputation

● Feature engineering

● Data visualization

Planning 📆
● Scheduling optimization

● Assignment optimization

● Inventory optimization

● Routing optimization

Time Series 📈
● Forecasting

● Anomaly detection

● Classification

● Confidence intervals

Speech 🎤
● Transcription

● Speech recognition

● Voice cloning

● Speaker identification

Radix  —   Copyright © RADIX.AI BVBA. All rights reserved.



                   

Outline

Applications of LLMs

Who are InvestSuite & Radix

The magic of LLMs

What are Large Language Models

Dispelling the magic of LLMs

What does the future hold

What the future holds

Radix  —   Copyright © RADIX.AI BVBA. All rights reserved.



                   

1 Image source: https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/

What is an LLM?
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1 OpenAI Playground with base GPT-3: https://platform.openai.com/playground?mode=complete&model=davinci

Base LLM:

Completes 
documents
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1 OpenAI Playground with instruction tuned GPT-3.5: https://platform.openai.com/playground?mode=complete&model=text-davinci-003

Instruction 
tuned LLM:

Answers 
questions
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ChatGPT:

A web app on
top of GPT-4

1 ChatGPT: https://chat.openai.com Radix  —   Copyright © RADIX.AI BVBA. All rights reserved.

https://chat.openai.com/?model=gpt-4
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https://docs.google.com/file/d/1X9zsNiJK1M5Esnvz44wsfQrRmvvKYh4Y/preview


                   

Instruction 
tuning

Scaling to 1T 
tokens (≈ words)

The keys to success
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All LLMs are Transformers



                   

1 LLM image source: https://wandb.ai/darek/llmapps/reports/A-Gentle-Introduction-to-LLM-APIs--Vmlldzo0NjM0MTMz
2 GPU image source: https://www.nvidia.com/en-us/data-center/h100/
3 Matrix multiplication source: https://math.stackexchange.com/questions/3715598/when-should-hadamard-matrix-multiplication-be-used-vs-other-methods

https://wandb.ai/darek/llmapps/reports/A-Gentle-Introduction-to-LLM-APIs--Vmlldzo0NjM0MTMz
https://www.nvidia.com/en-us/data-center/h100/
https://math.stackexchange.com/questions/3715598/when-should-hadamard-matrix-multiplication-be-used-vs-other-methods


                   

What do LLMs imitate?

✅ Cognitive ability ❌ Consciousness

❌ Sentience ❌ Will
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Breadth of experience, 
knowledge, and skills

Depth of ability
in a given domain

LLM

Human expert

The T-shape of an LLM

🔴 Hallucination

🔴 Weak reasoning

🔴 Weak planning



                   

✅ No hallucination

✅ Good reasoning

✅ Good planning
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Breadth of experience, 
knowledge, and skills

Depth of ability
in a given domain

LLM

Human expert

The T-shape of an LLM

AGI ≥ median human depth
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ASI

Breadth of experience, 
knowledge, and skills

Depth of ability
in a given domain

LLM

Human expert

The T-shape of an LLM

≥ expert human depth

✅ No hallucination

✅ Exceptional reasoning

✅ Exceptional planning
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LLM app

Breadth of experience, 
knowledge, and skills

LLM

Human expert

The T-shape of an LLM app

= median human depth

Depth of ability
in a given domain

✅ No hallucination

✅ Guided reasoning

✅ Guided planning



                   

Anatomy of an LLM app

LLM application

Files
Confluence, Sharepoint

Software tools
Python, applications

Network
Databases, internet

Audio & Video
Speech, images, video

LLM

Context 
window



                   

LLM app: Portfolio Assistant

LLM application

Files
Confluence, Sharepoint

Software tools
Python, applications

Network
Databases, internet

Audio & Video
Speech, images, video

LLM

Context 
window



                   

Half the errors Half the errors Half the errors
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0%

+ Instruction tuning 
(SFT, RLHF)

+ Zero-shot 
prompting1

+ Few-shot 
prompting2

+ Multi-step 
prompting3,4,5

+ RetrievalBase LLM

100%

+10%

+5%

+ Parameter Efficient 
Fine-tuning

GPT-4

GPT-3.5

★ GPT-4 achieves a few-shot chain-of-thought performance on MMLU of 86%: https://arxiv.org/abs/2305.17306
★ GPT-3.5 achieves a few-shot chain-of-thought performance on MMLU of 67%: https://arxiv.org/abs/2305.17306
★ GPT-3 achieves a few-shot performance on MMLU of 44%: https://arxiv.org/pdf/2009.03300.pdf
1 An automatically discovered chain-of-thought prompt generalizes to novel models and datasets: https://arxiv.org/pdf/2305.02897.pdf
2 Language Models are Few-Shot Learners: https://arxiv.org/pdf/2005.14165.pdf
3,4,5 Self-consistency: https://arxiv.org/pdf/2203.11171.pdf, Self-reflection: https://evjang.com/2023/03/26/self-reflection.html, Tree of Thoughts: https://arxiv.org/pdf/2305.10601.pdf
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Files
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Python, applications
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Speech, images, video

LLM
Context 
window
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https://docs.google.com/file/d/1JYKAuXrrDP_6xF2lLt0zc1U_1hYYxgTB/preview


                   

LLM app: StoryTeller podcast
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LLM app: StoryTeller podcast
LLM application

Files
Confluence, Sharepoint

Audio & Video
Speech, images, video

Network
Databases, internet

Software tools
Python, applications

LLM
Context 
window

---Start Podcast Script---

Adam: Welcome back to Planet Money. I'm Adam 
Davidson, and with me as always, is Alex Blumberg. 
How are you doing today, Alex?

Alex: Doing great, Adam. Ready to unpack some 
finance stories for our listeners.

Adam: Excellent. So the mystery box we're opening 
today is the ING Sustainable Balanced EUR R Cap 
fund. Ready to dive in?

(Ambient instrumental- "intriguing" music playing)



                   

https://docs.google.com/file/d/1v72jpYXRxFpNZFjVzImFoWjEZUn9NWrE/preview


                   

LLM app: Lexicon Assistant

LLM application
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http://www.youtube.com/watch?v=W5o7umYvqlw


                   

Personal Computer Personal Intelligence



                   

Existential risk? 

Doomers vs. 
Humanists



                   

AI political
compass



                   

Alignment, Interpretability

What are the H100s working on?
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Retrieval Reasoning & planning ‘Truth’

Hallucination

Robotics

Reasoning & planning Reasoning & planning

Multi-modality



                   

AGI, when?

“Less than 10 years”1

Sam Altman (OpenAI)
1 Sam Altman (OpenAI) interview, 21 October 2023: https://www.youtube.com/watch?v=byYlC2cagLw
2 Mustafa Suleyman (Inflection AI) interview, 14 November 2023: https://www.youtube.com/watch?v=VUOPCIgj-7U
3 Shane Legg (Google DeepMind) interview, 26 October 2023: https://www.youtube.com/watch?v=Kc1atfJkiJU

“Within 18 months”2

Mustafa Suleyman (Inflection AI)
“As early as 2025, expected 2028”3

Shane Legg (Google DeepMind)

https://www.youtube.com/watch?v=byYlC2cagLw
https://www.youtube.com/watch?v=VUOPCIgj-7U
https://www.youtube.com/watch?v=Kc1atfJkiJU
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